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POINTS TO REMEMBER @‘

The operating system attempts to schedule computational activitieis to ensure good performance
of the computing system.

To improve the overall performance of the computer system developers introduced the concept
of multiprogramming so that several jobs could be kept in memory at one time.

Multiprogramming also allows time sharing. Time sharing operating system terms allow many
users to use a computer interactively at the same time.

In multitasking system the computing is done by multitasks, also known as processes, share
common processing resources such as CPU.

The operating system must ensure correct operation of the computer system. To prevent users

programs from interacting with the Proper operation of the system, the hardware has two modes:
user mode and monitor mode.

A process is a program in execution. The main objective of the process management module of

an operating system is to manage the process submitted to the system in a manner to minimize
idle time.

The process executing in the Operating system may be either independent processes or co-
operating processes.

Each process is represented by a PCB and the PCB can be linked together to form ready queue.
Each process may be in one of the following stages : new, ready, running, waiting or terminated

Operating systems are now almost always written in a system implementation language or in
higher level language. This feature improves that implementation, maintenance and portabil

A process is a program in execution. As a process executes, it changes states. The state
process is defined by that process current activity.

Operating system provides a number of services, At the lowest level systg
running program to make request from the operating system direct
command interpretes or shell provides a mechanism,

dling system can treat at

manaager




Juad Camera
Galaxy A31




¥ LORDS Operating Systerms

4 e stored up during working hours and then exoo g,
system, batoh

Guring of time of when computer is idle.

Batch Is useful for op
period of time and very little user Interaction,
Dis h ing :
1. No interaction is possible with the user.
cPU during the transmission 1o another.

2 sat idle u: from one job to ano e

i Th nd start the ion of one of the jobs in the mem, !
, l.e., the job has to do only with the Input-outpul devices, the

m e “:N MCP:)Y'_" o to another job and CPU executes a portion o

1l this job issues a request for input/output so it is called munbmqmmmlng.

2.1 y programs are allotted to CPU for simultaneously work.
multip : Many jobs may be ready to run on the CPU, which

g system feature that allows several users to run
oron many

real time system is one in which the correctness of computations not
of the putation but also upon the time at which result

ling constraints of the system are guaranteed to be met.”

te .

lities of an operating system?
_— (PTU, Dec. 2019, 2011)
e, runs application, provides an interface for

ces of the system.
ons to deal with the hardware without having

sured? 2 y S
| performance ofacomputer system are

sysrgm Is,abla;té, do per unit tima.
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that requirg the

- giveany guarantee that a program will run in timely manner.

Introduction 5
zmam:n-mmma.maammmmwm
1o the time the first response for a job.
z.rum-vnunducm:n-mmwwmmmamaambmmnm
mmmlommdcmmdupb,

Q 8. What Is multiprogramming? What are the f
multiprogramming?

g the degr of
(PTU, Dec. 2007)

oR

Write short note on Multiprogramming.

Ans. Multiprogramming : The most #

program that needed access toa the CPU o
while the peripheral process the data. This was o very ineffici ing does not
give any guarantee that a program will run in timely manner.

Indeed the very first program may very weil mnhfmwmmmea\gm\oamm
Multiprogramming greatly reduced the working time. In some mdﬁprogmnm“m only a fixed
number of jobs can be processed concurrently while in other the number of jobs can vary.

Factors affecting degree of prog; ing -

1. Jobs may have different sizes, th

them in memory.

2. Many jobs may be ready to run on the CPU vmu\inprmmalweneedcmmﬁ\g

3. Itseems that many programs are alloted to CPU aimost simuitaneously.

Q9. State and the diff b

2

'y ¥ is cl

Iluniprogramming and Multitasking.
_ 5 (PTU, May 2008)

Ans. Multiprogramming : The most important aspect of job scheduling is the ability to
multiprogramming. The jobs are classified as CPU-Bound jobs and /O bound 10bs. A single uses
cannot, in general keep either the CPU or /O devices busy atall the times. Multy ing increases
CPU utilization by organizing jobs so that the CPU always has one 10D to execute. In the early days.
of computing, CPU time was expensive and peripherals were very slow. Wh the computer ran a
Program that needed access to a peripheral, the CPU would have a stop ing programi on
while the peripheral process the data. This was deemed very inefficient mmtiprugramming does not

In deed the very first Pprogram may very well ran for hours without needing access toa peripheral.
Multiprogramming greatly reduced the working time. In some multiprogramming system only a fixed
number of jobs can be processed concurrently while in other the. number of jobs can vary.

Multitasking : In multitasking system the computing is done by multitasks, also known as

CPU. The CPU executes multiple- tasks by

processes, share common processing resources such as
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LO3ID> Operatlng Sys“!'ns
: The ing effect can be limited by a local replaceme

Meﬂ"ory Management
Within the local replacement, if a process starts thrashing, It cannot take frames from anot

105

. What Is

hor poma g:.g A deman:;’:;l:d ayre-paging? (PTU, Dec. 2006 ; May 2006)
Or Proceg, | 7 0 8ystem is similar 1o

and so cause It to thrash also. The thrashing effect can be prevented if a process Is allocatgy 5,cor|da’Y memory. When we

many frames as it needs. One possible technique is the working set strategy which is lookin,

into
g at "”hm e ontire process
aprocess is aélua"y using and then deciding how many frames should be allocated. The ma|

this approach is greatly to reduce the page fault rate.

Wantto execute a
in gog| of i
Q 53. Explain Belady’s Anomaly.

Ppaging system with swapping. Process resides on
Momory, however g Drotlzass. we swap It into memory val::; r\:::‘ ;sw:v:;::
oo manpbat e ,
(PTU, Dea;. 2017 ; May 2014, 200g apI0CESS: entire process whereas a page is concerned with the individual page of
Ans. For some page replacement algorithms the page fault rate may increase as the Numbg, Q 60. Explain dl"amm‘ Paging e
allocated frames increases. We expect that giving more memory toa process WOUl:i improyg ts Ans. Paging : Paging is a memory o e AL el

performance. In some early research, investigators noticed l.hat this assumption waLer;j ralmllay,,, trug, spac e of .a Zrncess to be "°“'00nllguou;_ (bt e
Belady’s anomaly was discovered as a result. Neither optimal replacement nor eplacemgp, varying Sized memory chunks on g the Bac i siare o oot e
suffers from Belady's anomaly. There is a class of page replacement algorithms, called Stack <chemes suffer.
algorithms, that can never exhibit Belady's anomaly. f
Q 54. What Is cycle stealing?

(PTU, Dec. 2009)

i In this physical memory is broken into fixed sized blocks called frames. Logical memory is also
(PTU, May 29qg proken into blocks of the same size cafjeq Pages. When a process is to be executed, its pages are
Ans. When DMA controller seizes the memory bus, the CPU is .momenlanly pre\;enled from joaded into any available memory frames from the backing store,
accessing main memory, through it can still access data items in its prlrflﬂ'i’ha";;:;‘;:s‘:eﬂr/ Cachg, a6l .X:)h?'t Is' buffering? (PTU, May 2008)
Although this cycle stealing can slow down the CPU computation, off loading the Workto A":r" £ d‘;v?;;s:n;"""m’y area that stores data while they are transferred between two devices
a DMAo cso:tro"er generally ln::ra:/es the total system performance. (PTU, May o3 \ :lrn?,eams’:eed o el an application. Bufferin,

Ans. Thrashing results in severe performance problems. 1'!19 operating S{:‘;’z;;zzli:)rs Cry
utilization. If CPU utilization is low, we increase the degree of mumpr.qgfaﬂl’mlﬂg ay e withoutgra New
process to the system. A global page-replacement algorithm is used ; it ;ep azess n;:oge Pl :,ga’d |
to the process to which they belong. If process enters a new phase and nee . It startg

faulting and taking frames away from other processes. So to increase the CPU utilization and decrea“s
the degree of multiprogramming thrashing is used.

g is done for three reasons. One reason s to cope
betw d et consumer of a data stream. Another use of buffering
is to adopt between devices th data transfer sizes,

oclative memory.

he producer and

at have different
Q 62. Explain virtual memory and ass

Ans. Virtual memory s a technigue th:
completely in memory. Virtual memory refers t
available memory can be loaded and

this concept s that program can e |

on of virtual memory versus physical memory.

:‘lis\/?rll‘l’l:f r:r:rz::y,'ls a technique that allows the exet‘:ulion of processe: r:h;; r::y not be
completely in memory. One major advantage of this scheme is lhgt prograr'ns Ci ke Qef"han
physical memory. Further, virtual memory abstracts main memory into an exhreme:l ge, uniform
array of storage, separating logical memory as viewed by the user from physical memory. Thjg

(PTU, May 2008)
at allows the execution of processes that may not be
0 the concept whereby a process with a large size than i

executed by loading to process in parts. The main advantage of

arger than

fevelles _" abstracts main memory into main memory into an extremely large uniform array of

storage, separating logical memory from Physical memory. Virtual memory is the separation of user

logical memory from physical memory. This Separation allows an extremely large virtual memory to

be provided for programmers when only a smaller physical memory is available. It makes the task of

| programming much easier,

from the concerns of memory storage limilations.'\/.irtual memory alsg Associative memory is a 5,
allows processes to easily share files and address spaces and it provides an efficient mechanism for

process creation.

que frees prog

Pecial type of computer memory used in certain very high speed
searching applications. It is also known as content addressable memory, associative storage or
associative array, althrough the |ast term more often used for programming data structure. Several
Q57. Define compaction, (PTU, Dec. 2019, 2008) custunllJ gﬁlr(gp:tl:r:z ;:r:ob;gz t:; :mplement associative memory.
Ans. In multiprogramming where many processes can reside in memory at the same time,
swapping creates multiple holes in memory,
moving all the processes downward as faras

itis possible to combine them all into. One big hole by

returns the data word stored at th,
possible. This technique is known as memory compaction,

Itis usually not done because it reqqlres a

» @ CAM designed such that the user supplies a data word
and the CAM searches its entire memory to see if that data word is stored anywhere in it. |f the data
ot of CPU time. wordis found, the CAM returns a list of one or more storage address where the word was found. Thus,

£ aCAM is the hardware embodiment of what in software terms would be called an associalive array.
Q 58. Explain optimal page repl algorithm. ! . ; Q63. Compare various memory management techniques.
I'ﬁ'él rossible page replacement algorithm is easy to describe but impossible to
Lk=al page algorithm simply says that the page with highest label should be removed.
>%.1 not be

used for 8 million instructions and another page will not be used for 6 million
former

(PTU, Dec.2008)
page should be removed, as it will not be used in the near future.

What are the various memory management techniques? Discuss with example.

(PTU, Dec. 2019 ; May 2010)
Ans. 1. Swapping : A process need to be in memory to be executed. A process however can
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N N e e
s found by searching a table based on the logical page numberto z’:fﬁuﬁjﬂ?sgﬁreal Page "Lum:nx ﬂ@ﬂlﬁjlmjement—
Because the oDerall;wg system controls the contents of this lable;v:ay'for a process loss s ‘:“!ml&r
only these physical pages allocated to the process. There IS '}:;:v such access, an opre"" ©ap,
it does not own because the page will not be in page table- To added 16 the proce.ss's peraun Uy
Simply needs to allow entries for non-process memory tobea &

T

1. Allocation ket SR s S Y
2. Swapping, Fragmenlano

3. Garbage Collection N and Compaction

ge lablem"’h 4. Protection

just read and wrj . 2
’s useful when two or more processes need to exchange dg‘z;;?; ! This makes lo”rlev‘0 L ! % :;g“s"‘ porl &
physical addresses (which may be at varying logical e i) Qﬂlqem a e
Interprocess communication.

Q 74. What do you mean b
support required by the DPEI’EUI’\; ::::Jal 1o ey Why IS it needed? Discuss the hardware

hms. Why is it difficult to im T
Q 72. Explain the LRU page replacement algorithms v Ple; em to implement the virtual memory concept.

Meny
PT It
pure form? (PTU, Deg o n

the page in memory that h 20y Ans. Virtual memory is 5 e (PTU, Dec.2011)

Ans. The least recently used (LRU) policy replaces i Ba s page lesan g eaz completely in memory. Virtua| me,:ﬁh“,'q," © that allows the execution of processes that may not be
referenced for the longest time. By the principle of locall );1 es nearly as well as the op; el iy available memory can be loade andrz. coutag by Pt Vherety a process with a arge size than
referenced in the near future. And, infact, the LRU policy do Plima) xecuted by |

oading to process in parts. The main advantage of
© larger than physical memory.
y memory into main memory int
3 o Sonaan y into an extremely large uniform array of
rt such a scheme, the overhead v, l: s‘o:jagl mer:o 2 frogr’n ;:::c';‘fm" hysical memory. Virtual memory is the separation of user
references, again an expensive pros l;egprovidEd o Pl 'Jv'lﬁmOry IThls Separation allows an extremely large virtual memory to
. en only a smalle \
orogramming e T physical memory is available. It makes the task of
2 Advantages:
ik :nf:;s;;e gstlesrzzfozr‘ggbra:\b would be longer be constrained by the available size of physical
g € able to write program for very large vi impli
the programming task. b T T

X Polj i cept is that pri
: one approach would by ey, this concep! Program can by
The problem with this approach is the difficulty in lmplemenlatg)gne 5 e':::h e rer: totg ey As wellas it abstracts man
page with the time of its last refernce, this would have to be fence
instruction and data. Even if the hardware would Suppo
tremenders. Alternatively, one could maintain a stack of page:

Page address
stream 2 3

“EamggapaE
- SEBEAEIEE

5
2]

Since eagh uses ulilizes less physical memory,
memory simultaneously which will cause increase in CPU utilization and throughput.
3. Sinceaprocess may be loaded into a space of

; : d arbitrary size, which is tum reduces external

ragmentation wﬁhou? the needto change the scheduled order of process execution. Moreover
the amount of space in use by agiven process may be changing during its memory residence.
Asa result the operating system may speed up the execution of important processes by
allocating more physical memory.

Hardwa}'e requirement for virtual memory : Any process running under 32 bit windows versions
gets a set of virtual memory addresses going from 0 to 4, 294, 967, 295 (2732 — 1 = 4GB), no matter
how much RAM is actually installed on the computer. Actually, this is essentially the same for all
operating systems running on 32-bit hardware implement virtual memory.

In the normal, default 32 bit windows 0OS configuration, 2GB of this virtual address space are

allocated to the process private use and the other 2GB are allocated to shared and operating system
use.

more users can keep their programs in

Only that portion of the address space that is actually referenced by a process or the systemis
associated with a page frame in real memory or in the page file.

Q75. What is locality of references and explain its use? What is working set? What is it
used for? Also discuss the working set modal in detail. (PTU, Dec. 2011)

g4 Ans. Locality of References : Locality of references also called the principle of locality, is the
@@ﬂ @@ m@ ﬁ]@ LRU page replacement algorithm

term applied to situations where the same value or related storage locations are frequently accessed.
There are three basic types of locality of reference, temporal, spatial and sequential.

Temporal Locality : Here aresource that s referenced at one pointin time is referenced again
soon afterwards.

A @ZEWhat are the main issues in managing the maiq memory?'
Ans. Following are the main issues in managing the main memory :
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